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Interoperability across multiple levels of government (Federal, state, and local) and the private sector requires solutions to organizational, technical, and semantic issues. Solving these interoperability issues is critical to emergency management information sharing where saving human lives and critical infrastructure is paramount.

The Semantic Interoperability Community of Practice (SICoP) was established by a group of individuals for the purpose of achieving "semantic interoperability" and "semantic data integration" focused on the government sector. The SICoP is a Special Interest Group (SIG) within the Knowledge Management Working Group (KMWG) sponsored by the Best Practices Committee of the Chief Information Officers Council, (CIOC) in partnership with the XML Community of Practice, among others. The SICoP is communicating its actions and findings to the CIO Council, its Committees, and its member agencies, although its main purpose is to support CoP members in their efforts to make the Semantic Web operational in their agencies (see http://colab.cim3.net/cgi-bin/wiki.pl?SICoP).
SiCoP is fostering a series of pilot projects is support of the new Federal Enterprise Architecture's Data Reference Model (DRM) and its Implementation Through Iteration and Testing. SICoP is primarily concerned with "sameness” using “scientific ontology” focused on “instances” by “coordination” across “community” over an extended period to find solutions to “interoperability”. This note briefly describes the very successful evolution on a pilot project in support of the U.S. EPA Region 4 which has been reported at the GSA/AIC/NCO Collaborative Expedition Workshop (October 19, 2004), the First Data Reference Model Public Forum (June 13, 2005), and the Joint Navy/XML CoP/SICoP Conference (October 20, 2005) (see http://colab.cim3.net/file/work/SICoP/2005-10-20/SemanticInteroperabilityatWork.ppt)

The keys to this public - private collaboration are: (1) participation in the Emergency Management Technical Committee (EMTC) of the Organization for the Advancement of Structure Information Standards (OASIS) and additional experience in other technical committees in Web Services, Healthcare and Service-Oriented Architecture; (2) the use of U.S. EPA logs for the January 2005 Train Derailment and Chlorine Tank Car Rupture and Release in Graniteville, South Carolina, to build a event ontology; and (3) the assemblage of a team of 13 non-government organizations with expertise and products in emergency management (see listing at end of article).

Incident Pilot Architecture
Our hypothesis for this incident is that remote sensors would be placed on all train cars carrying hazardous materials, in this case, Chlorine. Additionally, we hypothesize that the very system under development at Sandia National Laboratories is in place in our scenario, and that these remote sensors will send out emergency broadcast signals immediately after the incident that will be picked up and repeated by transceivers elsewhere on the train and transmitted to receivers that will be stationed at regular intervals along the tracks where hazardous materials are shipped. The Alerting Framework system represented in our collaboration will, when ultimately deployed, include or require human evaluation to make a determination if the signal is or is not a false positive. If not, the system will immediately generate a CAP (Common Alerting Protocol) message that will be transmitted across that Alerting Framework network connecting the Emergency Management Systems in the National Incident Management System (NIMS) of the Department of Homeland Security (DHS).

This system, will, in effect, give the rapid first response a kick start. Where the first EPA Situation Report was sent 8 hours after the incident began at 2:00 a.m. in our scenario, the alert would be sent out minutes after the incident begins and a Situation Report would be possible as soon as two hours after the incident began and an Operations Support Command team would be operating in less than 4 fours as opposed to the 12 hours of the actual incident. We refer you to the most recent presentation for more complete details.

Using CAP speeds up first response, but secondary services are also essential. Such services include up-to-the-moment geospatial information contained in maps reflecting the current situation with any available toxic plume spread information as well as medical information on the type of injuries or conditions likely to be encountered in such an emergency incident. Such sets of information are also critically important to the overall first response. 

Our collaboration improves on this area by using WSRP (Web Services for Remote Portlets), which allows information contained in units usually smaller than a single webpage screen, called portlets, to be delivered together from different sources. In this case we include geospatial location services and medical treatment information services. The ability to aggregate such disparate content on the same page allows medical technicians to determine road conditions in transit to avoid contaminated areas as they approach the incident scene, while simultaneously retrieving information on the symptoms of chlorine poisoning and pertinent critical triage and treatment procedures. Requesting telephone data for affected residents and businesses based on the specific geographic area identified by the plume modeling and triggering alert notification tools through the Disaster Management Interoperability Services (DMIS) portal with the appropriate message whether evacuation or “shelter in place”, further improved the emergency response. This specific improvement was not necessarily a reduction of the overall timeline but an additional outbound message with the affect of reducing loss of life or medical complications.

Caveats and Next Steps

Some of the technology we used in the current pilot was not available at the time of the actual incident, and is not quite operational now, but reflects IT standards the team is working to develop and implement. The networked services piloted comprise a de facto Service-Oriented Architecture (SOA) and MyStateUSA's network accurately reflects the requirements set for the NIMS by DHS in which a coordinated Incident Command System (ICS) will operate. The next step includes the release of the Emergency Management Portal and use of the Oracle 10g R2 Application Server that supports Network Data Model based on the new Semantic Web Standard, RDF – Resource Description Framework.
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